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Abstract-In this paper we present review of some special summability methods and we will also discuss 

results associated to these methods. 

Weighted mean method 

Definition. Let 𝑃𝑛 represents the sequence of nonnegative numbers so that 𝑃0 > 0,that is  

𝑃𝑛 ≥ 0 , n = 1,2,... and 𝑃0 > 0.The weighed mean technique (𝑁̅̅̅̅ , 𝑃𝑛)is represented by the infinite matrix 

(𝑎𝑛𝑘),in which (𝑎𝑛𝑘) is defined by  

𝑎𝑛𝑘={
𝑝𝑘

𝑃𝑛

0
,

𝑘 ≤ 𝑛
𝑘 > 𝑛.

 

Theorem: The (𝑁̅̅̅̅ , 𝑃𝑛) method is regular if and only if lim
𝑛→∞

𝑃𝑛 = ∞. 

Theorem:(Limitation theorem)If 𝑃𝑛 > 0, for all 𝑛 and {𝑠𝑛} is (𝑁̅̅̅̅ , 𝑃𝑛) summable to 𝑠, then 

𝑠𝑛 − 𝑠 = 𝑜 (
𝑃𝑛

𝑝𝑛
) , 𝑛 → ∞. 

Theorem: If 
𝑃𝑛+1

𝑃𝑛
⁄ ≥ 1 + 𝛿 > 1,then {𝑆𝑛} cannot be  (𝑁̅̅̅̅ , 𝑃𝑛) summable unless it is convergent.[1],[2],[3] 

 

The Abel’s Method and  (C,1) method 

Abel’s method is not possible to be defined by an infinite matrix method so that we have “non-matrix 

summability methods”[3]. The Abel’s technique can also be called as a semi continuous technique.  

Definition: A sequence {𝑎𝑛} is called Abel summable, written as (𝐴) summable to L if 

lim
𝑥→1−

(1 − 𝑥) ∑ 𝑎𝑘𝑥𝑘
𝑘  exists finitely and is equal to L, 

Theorem: If {𝑎𝑛} converges to L , then {𝑎𝑛} is Abel summable to L. 

Definition: A sequence {𝑎𝑛} is said to be (𝐶, 1) summable to L if lim
𝑛→∞

1

𝑛+1
∑ 𝑎𝑘

𝑛
𝑘=0  exists finitely and equals 

L. 
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From the above definition, we see that the notion of (𝐶, 1) summability is to take the arithmetic mean of the 

terms of the given sequence and study the convergence of these means. 

From the above definition we can see that (𝐶, 1) summability is represented through the infinite matrix          

𝑎𝑛𝑘 = {
1

𝑛+1
, 𝑘 ≤ 𝑛;

0,     𝑘 > 𝑛.  
 

Theorem: The (𝐶, 1) method is regular. 

 

Holder’s Method 

Definition: The (𝐻, 1) method is represented through matrix (ℎ𝑛𝑘
(1)

),where 

ℎ𝑛𝑘
(1)

= {
1

𝑛 + 1
, 𝑘 ≤ 𝑛;

0, 𝑘 > 𝑛.
 

If 𝑚 is a positive integer, the Holder method [4] of order 𝑚,denoted by(𝐻, 𝑚),is represented though the 

infinite matrix (ℎ𝑛𝑘
(𝑚)

),with 

(ℎ𝑛𝑘
(1)

) = (ℎ𝑛𝑘
(1)

)(ℎ𝑛𝑘
(1𝑚−1)

), 

here the product of two matrices denotes usual matrix multiplication. 

The Hausdroff Method 

Definition: Let 𝑥 = {𝑥𝑘} is a real number sequence. Define 

(∆0𝑥)𝑛 = 𝑥𝑛 

(∆1𝑥)𝑛 = 𝑥𝑛 − 𝑥𝑛+1, 

 

and 

    (∆𝑗𝑥)
𝑛

= (∆𝑗−1𝑥)
𝑛

− (∆𝑗−1𝑥)
𝑛+1

, 𝑗 = 2,3 … 

The sequence 𝑥 = {𝑥𝑘} is said to be “totally monotone” if 

(∆𝑗𝑥)
𝑛

≥ 0 for all 𝑛, 𝑗. 

Definition: Define the matrix 𝛿 = (𝛿𝑛𝑘) by 

𝛿𝑛𝑘 = {
(−1)𝑘𝑛𝐶𝑘

, 𝑖𝑓𝑘 ≤ 𝑛;

0,                𝑖𝑓𝑘 > 𝑛.
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Definition- If 𝜇 = (𝜇𝑛𝑘) is a diagonal matrix, then the method defined by the infinite matrix 𝑢 =

(𝑢𝑛𝑘),where 

𝑢 = 𝛿𝜇𝛿 = (𝛿𝑛𝑚)(𝜇𝑚𝑗)(𝛿𝑗𝑘) 

is called a Hausdorff method, denoted by (𝐻, 𝜇). 

The Natarajan Method 

In a process to elaborate the Norlund method, Natarajan[5] introduced the (𝑀, 𝜆𝑛) method as follows: 

Given a sequence {𝜆𝑛} of numbers such that ∑ |𝜆𝑛| < ∞,𝑛 the (𝑀, 𝜆𝑛) process is represented thtough infinite 

matrix (𝑎𝑛𝑘),where  

𝑎𝑛𝑘 = {
𝜆𝑛−𝑘, 𝑘 ≤ 𝑛;

0, 𝑘 > 𝑛.
 

Natarajan method (𝑀, 𝜆𝑛) is a nontrivial summability method, that is, it is not equivalent to convergence. 

Theorem: The (𝑀, 𝜆𝑛)-method is regular if and only if ∑ 𝜆𝑛 = 1.𝑛  

Theorem: Any two (𝑀, 𝜆𝑛) and (𝑀, 𝜇𝑛)  methods which are regular are consistent. 

Theorem: If {𝑎𝑛} is (𝑀, 𝜆𝑛) −summable to 𝑠,where (𝑀, 𝜆𝑛) is regular, then {𝑎𝑛} is said to be Abel’s-

summable to 𝑠. 

The Euler method: 

Definition: Let 𝑟 ∈ 𝑪 − {1,0}, 𝑪 is the complex number field. The Euler technique [6],[7],[8] of 𝑟 order or 

the (𝐸, 𝑟) technique is represented through infinite matrix 𝑒𝑛𝑘
(𝑟)

= {
𝑛𝐶𝑘

𝑟𝑘(1 − 𝑟)𝑛−𝑘, 𝑘 ≤ 𝑛

0,                              𝑘 > 𝑛
 

For 𝑟 ∈ {1,0}, the (𝐸, 𝑟) technique is defined respectively trough the infinite matrices (𝑒𝑛𝑘
(1)

) and (𝑒𝑛𝑘
(0)

), 

where 

𝑒𝑛𝑘
(0)

= {
1, 𝑘 = 𝑛;
0, 𝑘 ≠ 𝑛.

 

       𝑒𝑛𝑘
(0)

= 0, 𝑛 = 0,1,2 … . ; 𝑘 = 1,2, … 

𝑒𝑛𝑘
(0)

= 1, 𝑛 = 0,1,2, … 

Theorem: The (𝐸, 𝑟) is regular if and only if 𝑟 is real and 0 < 𝑟 ≤ 1. 

The idea of a paranorm is intimately associated to linear metric spaces. This is a mere extension  modulus of 

a complex numbers or absolute value of real numbers.[9] 
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A linear space along with a function 𝐻: 𝑋 → 𝑅+ which fulfils the given axioms is called a Para normed space 

(𝑋, 𝐻). 

 1) 𝐻(𝜃) = 0; 

 2): 𝐻(𝑥) = 𝐻(−𝑥) for all 𝑥 ∈ 𝑋; 

 3):𝐻(𝑥 + 𝑦) ≤ 𝐻(𝑥) + 𝐻(𝑦) for all 𝑥, 𝑦 ∈ 𝑋;and 

 4): Suppose (𝛼𝑛) is a scalars sequence such that 𝛼𝑛 → 𝛼 𝑎𝑠 𝑛 → ∞ and (𝑥𝑛) is a sequence in 𝑋 with 

𝐻(𝑥𝑛 − 𝑥) → 0, 𝑎𝑠 𝑛 → ∞, then 𝐻(𝛼𝑛𝑥𝑛 − 𝛼𝑥) → 0 𝑎𝑠 𝑛 → ∞  

A Para normed space (𝑋, 𝐻) is defined as complete given (𝑋, 𝑑) is complete with metric 𝑑(𝑥, 𝑦) =

𝐻(𝑥 − 𝑦). 

Nakano and Simons were the pioneers at the initial stage in the studies of paranormed sequence. Maddox 

[10] and many others delved into its nuances further. Multiple others ([11],[12])went on to study paranormed 

sequence spaces through the use of Orlicz function. 

Orlicz Sequence Space 𝑙𝜙 

Orlicz sequence was developed to discuss Banach space related theory [13],[14],[15]. An Orlicz function is 

defined as a function 𝜙: [0, ∞) → [0, ∞) which holds the property of being non-decreasing, continuous and 

convex with  

𝜙(0) = 0, 𝜙(𝑢) > 0 𝑓𝑜𝑟 𝑢 > 0, and 𝜙(𝑢) → ∞ 𝑎𝑠 𝑢 → ∞. 

Tzafriri and Lindenstrauss [8] applied Orlicz function to develop  sequence space 

𝑙𝜙 = {𝑥 = (𝑥𝑘) ∈ 𝜔: ∑ 𝜙 (
|𝑥𝑘|

𝜌
) < ∞𝑓𝑜𝑟 𝑠𝑜𝑚𝑒 𝜌 > 0

∞

𝑘=1

} 

of scalars, that turns into Banach space along with  Luxemburg norm given by   

‖𝑥‖𝜙 = 𝑖𝑛𝑓 {𝜌 > 0: ∑ 𝜙 (
|𝑥𝑘|

𝜌
) ≤ 1

∞

𝑘=1

}. 

 𝑙𝜙 is known an Orlicz sequence space which is intimately associated to 𝑙𝑝 space with 𝜙(𝑥) = 𝑥𝑝 , (1 ≤ 𝑝 <

∞). They possess very rich geometrical and topological properties that re devoid in ordinary 𝑙𝑝 spaces. 

Other Sequence Spaces:  

We will represent 𝑒 𝑎𝑛𝑑 𝑒(𝑛)(𝑛 = 1,2, … ) for the sequences so that 𝑒𝑘 = 1 for 𝑘 = 1,2, … 

And 
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𝑒𝑘
(𝑛)

= {
1, (𝑓𝑜𝑟 𝑘 = 𝑛)

0, (𝑓𝑜𝑟𝑘 ≠ 𝑛).
 

Let 𝑚 is a nonnegative integer, the 𝑚-section of a sequence 𝑥 = {𝑥𝑘} by 𝑥[𝑚], i.e 

𝑥[𝑚] = ∑ 𝑥𝑘𝑒(𝑘).

∞

𝑘=1

 

The space of BS, bounded series represents sequences 𝑋 with 
𝑠𝑢𝑝

𝑛
|∑ 𝑥𝑘

𝑛
𝑘=1 | < ∞. 

The space BS  is equipped with the following  norm  

‖𝑥‖𝐵𝑆 =
𝑠𝑢𝑝

𝑛
|∑ 𝑥𝑘

𝑛
𝑘=1 |,  

Gives a Banach space which is isometrically isomorphic to 𝑙∞,through linear mapping 

(𝑥𝑛)𝑛∈𝑁 → (∑ 𝑥𝑘

𝑛

𝑘=1

)

𝑛∈𝑁

 

A sequence 𝜃 = (𝑘𝑟) of positive integers with 𝑘0 = 0,0 < 𝑘𝑟 < 𝑘𝑟+1 and ℎ𝑟 = 𝑘𝑟 − 𝑘𝑟−1 → ∞ as 𝑟 → ∞ is 

known a Lacunary sequence. Intervals 𝐼𝑟 = (𝑘𝑟−1, 𝑘𝑟] are determined by 𝜃 and the ratio 
𝑘𝑟

𝑘𝑟−1
 are denoted as 

𝑞𝑟 . 
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